§1.5 DIFFERENTIAL GEOMETRY AND RELATIVITY

In this section we will examine some fundamental properties of curves and surfaces. In particular, at
each point of a space curve we can construct a moving coordinate system consisting of a tangent vector, a
normal vector and a binormal vector which is perpendicular to both the tangent and normal vectors. How
these vectors change as we move along the space curve brings up the subjects of curvature and torsion
associated with a space curve. The curvature is a measure of how the tangent vector to the curve is changing
and the torsion is a measure of the twisting of the curve out of a plane. We will find that straight lines have
zero curvature and plane curves have zero torsion.

In a similar fashion, associated with every smooth surface there are two coordinate surface curves and
a normal surface vector through each point on the surface. The coordinate surface curves have tangent
vectors which together with the normal surface vectors create a set of basis vectors. These vectors can be
used to define such things as a two dimensional surface metric and a second order curvature tensor. The
coordinate curves have tangent vectors which together with the surface normal form a coordinate system at
each point of the surface. How these surface vectors change brings into consideration two different curvatures.
A normal curvature and a tangential curvature (geodesic curvature). How these curvatures are related to
the curvature tensor and to the Riemann Christoffel tensor, introduced in the last section, as well as other
interesting relationships between the various surface vectors and curvatures, is the subject area of differential
geometry.

Also presented in this section is a brief introduction to relativity where again the Riemann Christoffel

tensor will occur. Properties of this important tensor are developed in the exercises of this section.

Space Curves and Curvature

For z' = z'(s),i = 1,2, 3, a 3-dimensional space curve in a Riemannian space V,, with metric tensor g;;,
and arc length parameter s, the vector 7% = % represents a tangent vector to the curve at a point P on
the curve. The vector T? is a unit vector because
dx’ dx?

=gji—— =1. 1.5.1

gijTiTj

Differentiate intrinsically, with respect to arc length, the relation (1.5.1) and verify that

0TV Tt .

T ii—T7 =0, 1.5.2
Jid ds + i ds ( )

which implies that

T

T —0. 1.5.3
g J (SS ( )
Hence, the vector 56—7: is perpendicular to the tangent vector T¢. Define the unit normal vector N’ to the

. . . @ .
space curve to be in the same direction as the vector % and write

14T

C— 1.5.4

K 08 ( )
where k is a scale factor, called the curvature, and is selected such that
o 0T 6T

9ij;N*N7 =1 which implies g;; = K2 (1.5.5)
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The reciprocal of curvature is called the radius of curvature. The curvature measures the rate of change of
the tangent vector to the curve as the arc length varies. By differentiating intrinsically, with respect to arc
length s, the relation gijTiNj = 0 we find that

N7 5T .
i1 —— + 95N’ =0. 1.5.6
i s + 9y s ( )
Consequently, the curvature x can be determined from the relation
JONI 5T . i
gijT W = _gijENJ = —gijﬁN N7 = —xk (157)

which defines the sign of the curvature. In a similar fashion we differentiate the relation (1.5.5) and find that

NI
i N _ =0. 1.5.
Gij s 0 (1.5.8)

This later equation indicates that the vector 5(]5\; ’ s perpendicular to the unit normal N?. The equation

(1.5.3) indicates that T* is also perpendicular to N and hence any linear combination of these vectors will

also be perpendicular to N?. The unit binormal vector is defined by selecting the linear combination

SN7 ;
Ti 1.5.9
5o TE (1.5.9)
and then scaling it into a unit vector by defining
.1 (0N -
B =— (5— + /sTJ> (1.5.10)
T\ ds

where 7 is a scalar called the torsion. The sign of 7 is selected such that the vectors 7%, N* and B* form a
right handed system with €;;,7* N/ B* = 1 and the magnitude of 7 is selected such that B? is a unit vector
satisfying

gi; BB = 1. (1.5.11)

The triad of vectors T%, N?, B* at a point on the curve form three planes. The plane containing 7% and B’ is
called the rectifying plane. The plane containing N and B is called the normal plane. The plane containing
T? and N' is called the osculating plane. The reciprocal of the torsion is called the radius of torsion. The
torsion measures the rate of change of the osculating plane. The vectors 7%, N* and B’ form a right-handed

orthogonal system at a point on the space curve and satisfy the relation
B' = €M Ny, (1.5.12)
By using the equation (1.5.10) it can be shown that B’ is perpendicular to both the vectors T¢ and N since

gijB'T? =0 and g¢;;B'N7 =0.

It is left as an exercise to show that the binormal vector B? satisfies the relation % = —7N*. The three
relations )
0T ,
= N/L
0s &
SNt . X
= 7B — kT (1.5.13)
0s
B!

= —7N?
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are known as the Frenet-Serret formulas of differential geometry.

Surfaces and Curvature

Let us examine surfaces in a Cartesian frame of reference and then later we can generalize our results
to other coordinate systems. A surface in Euclidean 3-dimensional space can be defined in several different
ways. Explicitly, z = f(z,y), implicitly, F(x,y,z) = 0 or parametrically by defining a set of parametric
equations of the form

x = z(u,v), y = y(u,v), z = z(u,v)

which contain two independent parameters u, v called surface coordinates. For example, the equations
T = asinf cos ¢, y = asinfsin ¢, z =acosf

are the parametric equations which define a spherical surface of radius a with parameters u = 6 and v = ¢.
See for example figure 1.3-20 in section 1.3. By eliminating the parameters u,v one can derive the implicit
form of the surface and by solving for z one obtains the explicit form of the surface. Using the parametric
form of a surface we can define the position vector to a point on the surface which is then represented in

terms of the parameters u, v as
7= 7(u,v) = z(u,v) € + y(u,v) € + 2(u,v) €s. (1.5.14)

The coordinates (u,v) are called the curvilinear coordinates of a point on the surface. The functions

z(u,v),y(u,v), z(u, v) are assumed to be real and differentiable such that g—i X g—f # 0. The curves
7(u, c2) and 7(c1,v) (1.5.15)

with ¢1, co constants, then define two surface curves called coordinate curves, which intersect at the surface
coordinates (c1, ¢z). The family of curves defined by equations (1.5.15) with equally spaced constant values
¢, ¢ + Ac;, ci + 2Ac;, . .. define a surface coordinate grid system. The vectors g—z and g—f evaluated at the
surface coordinates (c1,c2) on the surface, are tangent vectors to the coordinate curves through the point
and are basis vectors for any vector lying in the surface. Letting (x,v,2) = (y!, 9%, %®) and (u,v) = (u!,u?)

and utilizing the summation convention, we can write the position vector in the form
7= F(ut,u?) = y'(u', u?) &;. (1.5.16)

The tangent vectors to the coordinate curves at a point P can then be represented as the basis vectors

. or oyt
Ea = % = % €e;, a = 1,2 (1517)

where the partial derivatives are to be evaluated at the point P where the coordinate curves on the surface

intersect. From these basis vectors we construct a unit normal vector to the surface at the point P by

calculating the cross product of the tangent vector 7, = % and 7, = g—f . A unit normal is then

PN E\ x E P X T
n=n(u,v) = — 2 7; 7; (1.5.18)
|E1 X E2| |7'u X Ty
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and is such that the vectors El, E5 and 7 form a right-handed system of coordinates.
If we transform from one set of curvilinear coordinates (u,v) to another set (%, ¥), which are determined
by a set of transformation laws

u = u(,v), v =v(a,v),
the equation of the surface becomes
7 =(u,v) = z(u(a,v),v(w,v)) e + y(u(t,v),v(,v)) ez + z(u(, v), v(u, v)) €

and the tangent vectors to the new coordinate curves are
or 0rdu OFdv or  Orfdu  OF Ov
—=——+—— and —=——+——.
ou Oudu Ovou ov  Oudv Ov0v
Using the indicial notation this result can be represented as
oyt oy’ ouP
o~ ouP due’
This is the transformation law connecting the two systems of basis vectors on the surface.
A curve on the surface is defined by a relation f(u,v) = 0 between the curvilinear coordinates. Another
way to represent a curve on the surface is to represent it in a parametric form where u = u(t) and v = v(t),

where t is a parameter. The vector
dr 8qu+ or dv
dt  OQudt Ovdt
is tangent to the curve on the surface.

An element of arc length with respect to the surface coordinates is represented by

or  or
ds? = d - dF = # : 8—1; du® du = agzdu®du® (1.5.19)
where ang = ai—i . % with a, 8 = 1,2 defines a surface metric. This element of arc length on the surface is

often written as the quadratic form

EG — F?

= dv? (1.5.20)

1
A =ds? = E(du)?® 4+ 2Fdu dv + G(dv)* = E(Edu + Fdv)* +

and called the first fundamental form of the surface. Observe that for ds? to be positive definite the quantities
E and EG — F? must be positive.
The surface metric associated with the two dimensional surface is defined by
S o or  or oy' Oy’
Gaf T 9ue " guP T Que ouP’

with conjugate metric tensor a®’ defined such that a®’ag., = d5. Here the surface is embedded in a three

o, fB=1,2 (1.5.21)

dimensional space with metric g;; and aqg is the two dimensional surface metric. In the equation (1.5.20)

the quantities F, F, G are functions of the surface coordinates u, v and are determined from the relations

or or Oyt Oy

B=on =5y 5a = duloud

., O OF oy oy 1.5.22

F_a12_8u ov  Oul du? (1.5-22)
or or Oy’ Oy

G:CLQQZ—' =

v v Ou? du?



Here and throughout the remainder of this section, we adopt the convention that Greek letters have the
range 1,2, while Latin letters have the range 1,2,3.

Construct at a general point P on the surface the unit normal vector 7 at this point. Also construct a
plane which contains this unit surface normal vector n. Observe that there are an infinite number of planes
which contain this unit surface normal. For now, select one of these planes, then later on we will consider
all such planes. Let 7= 7(s) denote the position vector defining a curve C which is the intersection of the
selected plane with the surface, where s is the arc length along the curve, which is measured from some fixed
point on the curve. Let us find the curvature of this curve of intersection. The vector T = Z—i , evaluated
at the point P, is a unit tangent vector to the curve C and lies in the tangent plane to the surface at the
point P. Here we are using ordinary differentiation rather than intrinsic differentiation because we are in
a Cartesian system of coordinates. Differentiating the relation T-T= 1, with respect to arc length s we
find that T - ’;—f = 0 which implies that the vector %\ is perpendicular to the tangent vector T. Since the
coordinate system is Cartesian we can treat the curve of intersection C as a space curve, then the vector

K = %7 evaluated at point P, is defined as the curvature vector with curvature |I? | = k and radius of
curvature R = 1/k. A unit normal N to the space curve is taken in the same direction as % so that the

~

- ~ dT
curvature will always be positive. We can then write K = kN = —. Consider the geometry of figure 1.5-1

ds

and define on the surface a unit vector @ = i x T which is perpendicular to both the surface tangent vector

T and the surface normal vector 7, such that the vectors T%,u’ and n’ forms a right-handed system.

—

7
Aul

2= Constant

Curve of intersection of
plane with surface.

ul = Constant

Figure 1.5-1 Surface curve with tangent plane and a normal plane.
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The direction of @ in relation to 7 is in the same sense as the surface tangents El and Eg. Note that

the vector ”fi—f is perpendicular to the tangent vector T and lies in the plane which contains the vectors n

and . We can therefore write the curvature vector K in the component form

where k(,,) is called the normal curvature and k() is called the geodesic curvature. The subscripts are not

indices. These curvatures can be calculated as follows. From the orthogonality condition 7 - T = 0 we obtain

_ AT~ di
by differentiation with respect to arc length s the result 7 - Ts +T- d_n = 0. Consequently, the normal
S S
curvature is determined from the dot product relation
— ~ dn dr dn
AR =k =-T -2 -_20.28% 1.5.24
" () ds ds ds ( )

By taking the dot product of & with equation (1.5.23) we find that the geodesic curvature is determined

from the triple scalar product relation

_dT 5 dT
hgy =u - =0 xT) —. (1.5.25)

Normal Curvature

The equation (1.5.24) can be expressed in terms of a quadratic form by writing
K(n) ds* = —dF - dn. (1.5.26)

The unit normal to the surface 7 and position vector 7 are functions of the surface coordinates u, v with

L oF or . On on
dr = adu + %dv and dn = %du + %dv. (1.5.27)

We define the quadratic form

B=—dr-dn=— <%du + ﬁalv) . <@du + @dv)
U

v ou v (1.5.28)
B = e(du)? + 2fdu dv + g(dv)? = bag du®du®
where oF  On oF on on OF oF on
T n T n n T T n
6——%-%, 2f——(%%+%%), g——%-% (1529)

and bog «,f = 1,2 is called the curvature tensor and a®bog = bg is an associated curvature tensor.
The quadratic form of equation (1.5.28) is called the second fundamental form of the surface. Alternative
methods for calculating the coefficients of this quadratic form result from the following considerations. The
unit surface normal is perpendicular to the tangent vectors to the coordinate curves at the point P and
therefore we have the orthogonality relationships

or or

%-nzo and %-nzo. (1.5.30)



Observe that by differentiating the relations in equation (1.5.30), with respect to both u and v, one can

derive the results N
RN or on

‘=52 T oy ou M

0% or on on or
— N= . = . = = 1.5.31
/ Oudv " Oou v ou v b1 = b2 ( )

_ o o oF on
9= 52 v v

and consequently the curvature tensor can be expressed as

22

_or on

bap = =5 G (1.5.32)

The quadratic forms from equations (1.5.20) and (1.5.28) enable us to represent the normal curvature
in the form of a ratio of quadratic forms. We find from equation (1.5.26) that the normal curvature in the
direction ?TZ is

B e(du)? + 2f dudv + g(dv)?

= — = . 1. .
" =4 T B(du)? + 2F dudv + G(dv)? (15:33)

dar _ 97 du®
ds — Ou™ ds

. . ~ a5
of the unit surface normal with respect to arc length as ‘;—Z = %%, then the normal curvature can be

If we write the unit tangent vector to the curve in the form T = and express the derivative

expressed in the form

~ dn oF  on \ du® du®
Ii(n):—T-—:— V| ——
ds Oou® Ouf ) ds ds (1.5.34)
 bapdu®du®  bopdu®du® o
o ds?  agpducduP’

Observe that the curvature tensor is a second order symmetric tensor.

In the previous discussions, the plane containing the unit normal vector was arbitrary. Let us now
consider all such planes that pass through this unit surface normal. As we vary the plane containing the unit
surface normal 1 at P we get different curves of intersection with the surface. Each curve has a curvature
associated with it. By examining all such planes we can find the maximum and minimum normal curvatures

associated with the surface. We write equation (1.5.33) in the form

e+ 2f A+ g)\?

K(n) = YWY (1.5.35)
where \ = %. From the theory of proportions we can also write this equation in the form
Koy = (et fN+Af+9Y) _ f+gr _ et fr (15.36)
(E4+FN+AXF+G\N) F+G\N E+FAX
Consequently, the curvature x will satisfy the differential equations
(e —kE)du+ (f —kF)dv=0 and (f—kF)du+ (9 —rG)dv=0. (1.5.37)

. .. . . . dk . .
The maximum and minimum curvatures occur in those directions A where % = 0. Calculating the deriva-

tive of k(,) with respect to A and setting the derivative to zero we obtain a quadratic equation in A

(Fg—Gf)N + (Eg — Ge)A + (Ef — Fe) =0, (Fg—Gf) #0.
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This equation has two roots A\; and Ao which satisfy

Eg-G Ef - F
PgzGe a ane=ZLZEe

MR TR Gr Fy=Gf

(1.5.38)

where Fig — G f # 0. The curvatures ry),5(2) corresponding to the roots A; and A2 are called the principal
curvatures at the point P. Several quantities of interest that are related to (1) and ko) are: (1) the principal
radii of curvature R; = 1/k;0 = 1,2; (2) H = %(lﬂ(l) + K(2)) called the mean curvature and K = rq)k(2)
called the total curvature or Gaussian curvature of the surface. Observe that the roots A; and Ay determine
two directions on the surface

drp, Or Or dry  Or  Or

%:%‘F%Al and EZ%-F%)\Q.

If these directions are orthogonal we will have

@ @—(@4_8_7? )(8_774_8_7?
du du  ou ' ov \ou ' ow

This requires that
G\ + F(/\1 + /\2) + E =0. (1539)

It is left as an exercise to verify that this is indeed the case and so the directions determined by the principal
curvatures must be orthogonal. In the case where F'g — Gf = 0 we have that F = 0 and f = 0 because the
coordinate curves are orthogonal and G must be positive. In this special case there are still two directions
determined by the differential equations (1.5.37) with dv = 0, du arbitrary, and du = 0, dv arbitrary. From

the differential equations (1.5.37) we find these directions correspond to

e
K1) = E and K(2) = %

We let \* = % denote a unit vector on the surface satisfying aag)\o‘)\ﬁ = 1. Then the equation (1.5.34)
can be written as k() = bag/\a/\ﬁ or we can write (bas — K(n) aag)/\o‘/\ﬁ = 0. The maximum and minimum

normal curvature occurs in those directions \* where
(baﬁ — /i(n) aaﬁ))\o‘ =0

and 80 k() must be a root of the determinant equation |bag — K(n) Gap| = 0 or

N bt — ke bl N b
|CL Vbaﬁ — /i(n)(5g| = 1 b% (n) b% —2,‘{(”) = Ii%n) - baﬁa B/i(n) + E =0. (1.5.40)

This is a quadratic equation in #(,) of the form /@?n) — (k) + K@))km) + Ka)yke) = 0. In other words the
principal curvatures k() and k(2 are the eigenvalues of the matrix with elements bg = a®7bqg. Observe that
from the determinant equation in r(,) we can directly find the total curvature or Gaussian curvature which
is an invariant given by K = r(yr2) = [b3| = [a*7bys| = b/a. The mean curvature is also an invariant
obtained from H = %(/@(1) + K2)) = %ao‘ﬁbag, where a = aj1a92 — a12a21 and b = by1bae — biabay are the

determinants formed from the surface metric tensor and curvature tensor components.



The equations of Gauss, Weingarten and Codazzi

At each point on a space curve we can construct a unit tangent 7', a unit normal N and unit binormal
B. The derivatives of these vectors, with respect to arc length, can also be represented as linear combinations
of the base vectors T', N, B. See for example the Frenet-Serret formulas from equations (1.5.13). In a similar
fashion the surface vectors 7, 7,,n form a basis and the derivatives of these basis vectors with respect to
the surface coordinates u,v can also be expressed as linear combinations of the basis vectors 7, 7,,n. For
example, the derivatives Ty, Tuv, Toy can be expressed as linear combinations of 7, 7, n. We can write
Tuw = C1Ty + CoTy + 370
Tuw = C4Ty + C5T% + C@ﬁ (1.5.41)
Tyy = C7Ty + €8Ty + CoT

where ¢1,...,co are constants to be determined. It is an easy exercise (see exercise 1.5, problem 8) to show

that these equations can be written in the indicial notation as

ﬂ— v ﬁ—l—b n
ducouP ~ \ap [ our P

These equations are known as the Gauss equations.

(1.5.42)

In a similar fashion the derivatives of the normal vector can be represented as linear combinations of

the surface basis vectors. If we write

o . oF om0

% = C1Ty + C2Ty or % :Cl%‘FCQ% (1 543)
o . oF  _on o o
%26371“4’6471@ %263%4—648_

where ¢1,...,¢c4 and cf, ..., c}; are constants. These equations are known as the Weingarten equations. It

is easily demonstrated (see exercise 1.5, problem 9) that the Weingarten equations can be written in the
indicial form
on 5 0r

ou~ U

where b2 = a”7b,, is the mixed second order form of the curvature tensor.

(1.5.44)

The equations of Gauss produce a system of partial differential equations defining the surface coordinates
x' as a function of the curvilinear coordinates u and v. The equations are not independent as certain
compatibility conditions must be satisfied. In particular, it is required that the mixed partial derivatives

must satisfy
o3 o3
OuuBIu®  Qurouddus’

N
Pr [y P +a{aﬁ}ﬁ+b 07 bas_
oueouPou’s | af | duroud g our o T e

and use the equations of Gauss and Weingarten to express this derivative in the form

a w
037 { af } ¥ w | o vy 0bags |
oueduPoud | Oud +{aﬁ}{’y5}_baﬁb5 %—F[{aﬁ}bwﬁ_ aué}n'

We calculate
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Forming the difference
0>F - 037 B
ououPous  duedudoul

we find that the coefficients of the independent vectors 7 and 8(?:2 must be zero. Setting the coefficient of n

0

equal to zero produces the Codazzi equations

Y o Obap  Obas _
{aﬂ}bﬂy& {ad}bwg—F—aué 0P =0. (1.5.45)

These equations are sometimes referred to as the Mainardi-Codazzi equations. Equating to zero the coefficient
of 2= we find that R’

ou~ «

VB = baﬁbi — bawb% or changing indices we have the covariant form

aws R, 5, = Ruagy = bupbay — burbags, (1.5.46)

S B G HE) e

is the mixed Riemann curvature tensor.
EXAMPLE 1.5-1

Show that the Gaussian or total curvature K = K1)k (2) depends only upon the metric ans and is
Ri212

where

K =

Solution:

where a = det(aqg).

Utilizing the two-dimensional alternating tensor e®”® and the property of determinants we can write
VK = eaﬂbgb% where from page 137, K = |bg| = [a*bap|. Now multiply by e,¢ and then contract on
¢ and ¢ to obtain

675676K = evgeaﬁblbg =2K
2K = 6756("5 (@"bow) (a‘s”bgl,)

But 6750,7“&6” = aeM” so that 2K = e("ﬁae“”baub@,. Using v/ae'” = ¢*” we have 2K = e“”eaﬁbaubg,,.

Interchanging indices we can write
2K = éM7e“ b 5b0, and 2K = P, bos.

Adding these last two results we find that 4K = 6576‘”(@,51)07 — buybag) = eBVGWVRwaﬁW. Now multiply
both sides by €,-€), to obtain 4Key €y, = 5525;3 wagy- From exercise 1.5, problem 16, the Riemann
curvature tensor R;ji; is skew symmetric in the (4, j), (k,1) as well as being symmetric in the (ij), (kl) pair
of indices. Consequently, 551 0% Roapy = 4Rxvor and hence Ry or = Kegsrex, and we have the special case

Ri212
where K+/aeiav/ae1a = Rig1g or K = ——2

b
. A much simpler way to obtain this result is to observe K = —
a a
(bottom of page 137) and note from equation (1.5.46) that Ri212 = bi1bog — b12ba1 = b.

| |
Note that on a surface ds® = aagduo‘duﬂ where ang are the metrices for the surface. This metric is a
u® oub

= aaﬁ% 550 and by taking determinants we find

tensor and satisfies a-s

ou’
ou’d

ou®

our

oo 2 2] = o7



where J is the Jacobian of the surface coordinate transformation. Here the curvature tensor for the surface
R p+s has only one independent component since Ri212 = Ra121 = —Ri221 = —Ra112 (See exercises 20,21).
From the transformation law
_ Au® OuP dur ou’
RenA,u = Raﬁ’yé—, =1 A=N A1
ouc oun dur dut

one can sum over the repeated indices and show that Ris12 = Ri212J 2 and consequently

Ri2i2  Ri2i2
— = =K
a a

which shows that the Gaussian curvature is a scalar invariant in V5.

Geodesic Curvature

For C an arbitrary curve on a given surface the curvature vector K , associated with this curve, is
the vector sum of the normal curvature r(,)n and geodesic curvature r(, u and lies in a plane which
is perpendicular to the tangent vector to the given curve on the surface. The geodesic curvature (g4 is

obtained from the equation (1.5.25) and can be represented

a dT . dT L dT
n(g):ﬂ-K:G-d—:(ﬁxT)-—: (Tx—)-ﬁ.
S

Substituting into this expression the vectors

where / = L and by utilizing the results from problem 10 of the exercises following this section, we find

ds’
that the geodesic curvature can be represented as

Kg) = H 121} ()’ + (2 { 122} - {111 }) (w')v'+ (1.5.48)

<{222} - 2{112}> u'(v')? = {212} ()P + (uv” —u"v")| VEG — F2.
This equation indicates that the geodesic curvature is only a function of the surface metrices E, F, G and
the derivatives u’,v’,u”,v”. When the geodesic curvature is zero the curve is called a geodesic curve. Such
curves are often times, but not always, the lines of shortest distance between two points on a surface. For
example, the great circle on a sphere which passes through two given points on the sphere is a geodesic curve.
If you erase that part of the circle which represents the shortest distance between two points on the circle
you are left with a geodesic curve connecting the two points, however, the path is not the shortest distance
between the two points.

For plane curves we let © = x and v = y so that the geodesic curvature reduces to

kg —ulv” —uy = @
ds
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where ¢ is the angle between the tangent T to the curve and the unit vector @;.
Geodesics are curves on the surface where the geodesic curvature is zero. Since k; = 0 along a geodesic
surface curve, then at every point on this surface curve the normal N to the curve will be in the same

direction as the normal 7 to the surface. In this case, we have 7, -7 = 0 and 7, - n = 0 which reduces to

ar ar
Z5 Tu= 0 and 25 = 0, (1.5.49)

since the vectors n and ”Cll—f have the same direction. In particular, we may write

A _ordu ordv_ L
ds  Ouds 8vds_ruu o

N2 - /.. ! ond N2 ond " ond 1
T = Ty (U') + 27 u' v + Ty () + T u” + Tpv
s

Consequently, the equations (1.5.49) become

dT
d_ ! Fu = (Fuu ' Fu) ('LL/)2 + 2(Fuv . Fu)’LL/U/ + (F/Uv . Fu) (1}/)2 + E'LL/I + F'UH =0

5 . (1.5.50)
ar

= (Frw - 7o) ()2 + 2(Fuy - ) 00" 4 (Foy - ) (0)2 + Fu" + Gv" = 0.
S

Utilizing the results from exercise 1.5,(See problems 4,5 and 6), we can eliminate v’ from the equations

(1.5.50) to obtain
dQ_u + 1 d_u ’ + 2 1 d_u d_’U + 1 d_’U ’ — 0
ds? 11 ds 12 ds ds 22 \ds/)

and eliminating «" from the equations (1.5.50) produces the equation

@ + 2 d_u ’ +2 2 d_u d_’U + 2 d_’U ’ =0
ds? 11 \ds 12 ds ds 22 \ds)
In tensor form, these last two equations are written

2y duf du?
4 {a} L 0, afy=1,2 (1.5.51)

s T\ By, ds ds

where u = u! and v = u%. The equations (1.5.51) are the differential equations defining a geodesic curve on
a surface. We will find that these same type of equations arise in considering the shortest distance between

two points in a generalized coordinate system. See for example problem 18 in exercise 2.2.



Tensor Derivatives

Let u® = u®(t) denote the parametric equations of a curve on the surface defined by the parametric
equations o' = x%(u!,u?). We can then represent the surface curve in the spatial geometry since the surface
curve can be represented in the spatial coordinates through the representation ' = z*(u' (t),u*(t)) = «*(t).
Recall that for z° = x%(t) a given curve C , the intrinsic derivative of a vector field A* along C is defined as

the inner product of the covariant derivative of the vector field with the tangent vector to the curve. This

DA i k| do?
Da7 +{jk}gA 1 o

5Ai_dAi+{i}Akdij
g

intrinsic derivative is written

JA! ; dad

ot Car

or

ot dt jk dt
where the subscript g indicates that the Christoffel symbol is formed from the spatial metric g;;. If A% is a
surface vector defined along the curve C, the intrinsic derivative is represented

B d_[oa o) N
5t Pdt ouP Bv)., dt

or

dA* _dA*  [a) . du’
5t dt Byl Tt

where the subscript a denotes that the Christoffel is formed from the surface metric aqg.
Similarly, the formulas for the intrinsic derivative of a covariant spatial vector A; or covariant surface

vector A, are given by

BA_dA_[R) , do
ot dt

- ij ), Fdt

and

o _the (1], 00
5t dt af ), dt

Consider a mixed tensor T} which is contravariant with respect to a transformation of space coordinates
2% and covariant with respect to a transformation of surface coordinates u®. For T defined over the surface
curve C, which can also be viewed as a space curve C, define the scalar invariant ¥ = W(t) = T\: A; B* where
A; is a parallel vector field along the curve C when it is viewed as a space curve and B? is also a parallel
vector field along the curve C when it is viewed as a surface curve. Recall that these parallel vector fields

must satisfy the differential equations

A, dA; J B*  dB® 8
04 _d —{k}Adx =0 and 5—=d—+{°‘}37d“ = 0. (1.5.52)
g a

5t dt ij [ “Far 5t dt By at

The scalar invariant ¥ is a function of the parameter ¢ of the space curve since both the tensor and the
parallel vector fields are to be evaluated along the curve C. By differentiating the function ¥ with respect

to the parameter ¢ there results

v 41t . .dA; . . dB®
== & A;B*+ T 7 B+ T A; T (1.5.53)
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But the vectors A; and B¢ are parallel vector fields and must satisfy the relations given by equations (1.5.52).

This implies that equation (1.5.53) can be written in the form

dT? i dx? ~ duP
a Tk__ T 2
at +{kj}gadt {ﬂa}Gth

The quantity inside the brackets of equation (1.5.54) is defined as the intrinsic tensor derivative with respect

av
dt

A;B°. (1.5.54)

to the parameter ¢ along the curve C. This intrinsic tensor derivative is written

6T,  dT} i p A ol ; duf
T +{/€j}gTO‘ 7 {ﬂa}aT7 T (1.5.55)

The spatial representation of the curve C is related to the surface representation of the curve C through the

defining equations. Therefore, we can express the equation (1.5.55) in the form

orT! i , O vy | duP
EE + {kj}gTo‘ G {ﬂa}aT’Y] 7 (1.5.56)

The quantity inside the brackets is a mixed tensor which is defined as the tensor derivative of T with

oTL
dt

respect to the surface coordinates u®. The tensor derivative of the mixed tensor 7 with respect to the

surface coordinates u? is written
; oT: i z? y ,
T :—0‘+{ .}T’“——{ }Tl.
@B gup ki), ouP Baf, "

In general, given a mixed tensor Téjﬁ which is contravariant with respect to transformations of the
space coordinates and covariant with respect to transformations of the surface coordinates, then we can

define the scalar field along the surface curve C as
U(t) =Ty %A - A;B” - B (1.5.57)

where A;,...,A; and B%, ..., B? are parallel vector fields along the curve C. The intrinsic tensor derivative
is then derived by differentiating the equation (1.5.57) with respect to the parameter ¢.
Tensor derivatives of the metric tensors g;;, ang and the alternating tensors €;;1, €og and their associated

tensors are all zero. Hence, they can be treated as constants during the tensor differentiation process.
Generalizations

In a Riemannian space V,, with metric g;; and curvilinear coordinates z%,i = 1,2, 3, the equations of a
surface can be written in the parametric form 2* = z(u', u?) where u®,a = 1,2 are called the curvilinear

coordinates of the surface. Since ,
or®

= oue

then a small change du® on the surface results in change dz’ in the space coordinates. Hence an element of

da’

du® (1.5.58)

arc length on the surface can be represented in terms of the curvilinear coordinates of the surface. This same
element of arc length can also be represented in terms of the curvilinear coordinates of the space. Thus, an

element of arc length squared in terms of the surface coordinates is represented

ds? = anpdu®du” (1.5.59)



where aqg is the metric of the surface. This same element when viewed as a spatial element is represented
ds? = g;jda’dx?. (1.5.60)

By equating the equations (1.5.59) and (1.5.60) we find that

o i Qad
gijda'dz’ = gi’j%%du“duﬂ = aqpdu®du”. (1.5.61)

The equation (1.5.61) shows that the surface metric is related to the spatial metric and can be calculated
ox' 9z7

from the relation aq.g = 9ii 5ua B This equation reduces to the equation (1.5.21) in the special case of
u® Ju

Cartesian coordinates. In the surface coordinates we define the quadratic form A = a,sdu®du” as the first

fundamental form of the surface. The tangent vector to the coordinate curves defining the surface are given

by gff; and can be viewed as either a covariant surface vector or a contravariant spatial vector. We define

this vector as )
3

i Oz

a T auav

Any vector which is a linear combination of the tangent vectors to the coordinate curves is called a surface

T i=1,2,3, a=12. (1.5.62)

vector. A surface vector A® can also be viewed as a spatial vector A’. The relation between the spatial
representation and surface representation is A = A%2?. The surface representation A% o = 1,2 and the

spatial representation A?,i = 1,2, 3 define the same direction and magnitude since
giinAj = gijAo‘xfoﬂxJﬂ = gijxflxjﬂAo‘Aﬁ = aagA"‘Aﬂ.
Consider any two surface vectors A® and B® and their spatial representations A* and B* where
A" = AL and B' = B, (1.5.63)

These vectors are tangent to the surface and so a unit normal vector to the surface can be defined from the
cross product relation
n;ABsinf = e;;, AT B* (1.5.64)

where A, B are the magnitudes of A%, B¢ and 6 is the angle between the vectors when their origins are made

to coincide. Substituting equations (1.5.63) into the equation (1.5.64) we find
n;ABsinf = eijkAo‘xf;Bﬁxg. (1.5.65)

In terms of the surface metric we have ABsin = e,5A%B? so that equation (1.5.65) can be written in the
form

(i€ap — €ijnadaly) A*BP =0 (1.5.66)

which for arbitrary surface vectors implies
Jk 1 apf J ok
Ni€ap = €ijkTHLTF O ;= € €ijkTHT - (1.5.67)

The equation (1.5.67) defines a unit normal vector to the surface in terms of the tangent vectors to the

coordinate curves. This unit normal vector is related to the covariant derivative of the surface tangents as
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is now demonstrated. By using the results from equation (1.5.50), the tensor derivative of equation (1.5.59),

with respect to the surface coordinates, produces

, 9%zt 7 o ,
i Dd _ ? 1.5.68
“on= G o 28 {0 2 150

where the subscripts on the Christoffel symbols refer to the metric from which they are calculated. Also the

tensor derivative of the equation (1.5.57) produces the result
Gi T T + GigToh | = dapy = 0. (1.5.69)
Interchanging the indices «, 3,7 cyclically in the equation (1.5.69) one can verify that
gijah, gl = 0. (1.5.70)

The equation (1.5.70) indicates that in terms of the space coordinates, the vector xfx s 1s perpendicular to
the surface tangent vector x; and so must have the same direction as the unit surface normal n’. Therefore,

there must exist a second order tensor b,g such that
bagn' =z, . (1.5.71)
By using the relation g;jn‘n/ = 1 we can transform equation (1.5.71) to the form

o 1 o
bap = gijn’ Ty g = 5675eijkxgﬁxfyx’§. (1.5.72)

The second order symmetric tensor b,g is called the curvature tensor and the quadratic form
B = bopdu®du® (1.5.73)

is called the second fundamental form of the surface.
Consider also the tensor derivative with respect to the surface coordinates of the unit normal vector to

the burface. Thls derlvatl\/e 1S X
. —&rﬂ (3 ] k 4

Taking the tensor derivative of g;;n'n/ = 1 with respect to the surface coordinates produces the result
gijnin{ o = 0 which shows that the vector nJ ., is perpendicular to n’ and must lie in the tangent plane to the
surface. It can therefore be expressed as a linear combination of the surface tangent vectors z, and written
in the form

nla = ngxfg (1.5.75)

where the coefficients 72 can be written in terms of the surface metric components a,s and the curvature

components bag as follows. The unit vector n’ is normal to the surface so that

antzd = 0. 1.5.76
gJ «



The tensor derivative of this equation with respect to the surface coordinates gives
gijn%% + gijnixiﬁ =0. (1.5.77)
Substitute into equation (1.5.77) the relations from equations (1.5.57), (1.5.71) and (1.5.75) and show that
bap = —amng. (1.5.78)
Solving the equation (1.5.78) for the coefficients 73 we find
N3 = —a""bap. (1.5.79)
Now substituting equation (1.5.79) into the equation (1.5.75) produces the Weingarten formula
ni’a = —a”ﬂbmx%. (1.5.80)

This is a relation for the derivative of the unit normal in terms of the surface metric, curvature tensor and
surface tangents.

A third fundamental form of the surface is given by the quadratic form
C = capdu®duP (1.5.81)
where cqp is defined as the symmetric surface tensor
CaB = gijni’anfﬁ. (1.5.82)
By using the Weingarten formula in the equation (1.5.81) one can verify that

Cap = a"°barbgs. (1.5.83)

Geodesic Coordinates

In a Cartesian coordinate system the metric tensor g;; is a constant and consequently the Christoffel
symbols are zero at all points of the space. This is because the Christoffel symbols are dependent upon
the derivatives of the metric tensor which is constant. If the space Vi is not Cartesian then the Christoffel
symbols do not vanish at all points of the space. However, it is possible to find a coordinate system where
the Christoffel symbols will all vanish at a given point P of the space. Such coordinates are called geodesic
coordinates of the point P.

Consider a two dimensional surface with surface coordinates u® and surface metric aqg. If we transform
to some other two dimensional coordinate system, say @® with metric @a,g, where the two coordinates are

related by transformation equations of the form

u® =u*(wt,u?), a=1,2, (1.5.84)
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then from the transformation equation (1.4.7) we can write, after changing symbols,

) ou® «@ oud duc 9?u®
{[M}aw - {5e}aauﬂ our T dutour (1.5.85)

5
By

This is a relationship between the Christoffel symbols in the two coordinate systems. If { } vanishes at
a

a point P, then for that particular point the equation (1.5.85) reduces to
62 a o é ous

. P s (1.5.86)
ouPou SeJ,oul ouv

where all terms are evaluated at the point P. Conversely, if the equation (1.5.86) is satisfied at the point P,

then the Christoffel symbol { ;7} must be zero at this point. Consider the special coordinate transforma-

a
tion

1
u"‘:ug+u"‘—§{ﬁo‘7} aPu” (1.5.87)

where uf are the surface coordinates of the point P. The point P in the new coordinates is given by
% = 0. We now differentiate the relation (1.5.87) to see if it satisfies the equation (1.5.86). We calculate

ou® 1( « 1( o
77 s a8 _ =Y
AL RPN LS T

0%u® _ J
duToue To,

where these derivative are evaluated at ©® = 0. We find the derivative equations (1.5.88) and (1.5.89) do

the derivatives
(1.5.88)

u*=0

and

(1.5.89)

u*=0

satisfy the equation (1.5.86) locally at the point P. Hence, the Christoffel symbols will all be zero at this

particular point. The new coordinates can then be called geodesic coordinates.

Riemann Christoffel Tensor

Consider the Riemann Christoffel tensor defined by the equation (1.4.33). Various properties of this
tensor are derived in the exercises at the end of this section. We will be particularly interested in the
Riemann Christoffel tensor in a two dimensional space with metric a,g and coordinates u®. We find the

Riemann Christoffel tensor has the form

Y A P [ FA B Eo T CA R

where the Christoffel symbols are evaluated with respect to the surface metric. The above tensor has the

associated tensor

Roapy = a5 R og, (1.5.91)
which is skew-symmetric in the indices (o, ) and (5, ) such that
Rsapy = —Raosy and Roapy = —Rsans- (1.5.92)

The two dimensional alternating tensor is used to define the constant

1
K= ZeaﬁevéRaW (1.5.93)



(see example 1.5-1) which is an invariant of the surface and called the Gaussian curvature or total curvature.
In the exercises following this section it is shown that the Riemann Christoffel tensor of the surface can be

expressed in terms of the total curvature and the alternating tensors as
Rapys = Keapeys. (1.5.94)
Consider the second tensor derivative of z}, which is given by

ox’ ) )
‘s _ a,B r T n ‘s r
To,py = ouY + {mn}gxa,ﬁx'y - {Oé’}/}axé’ﬁ - {ﬁ’)/}axa”y (1595)

which can be shown to satisfy the relation

xg,ﬂ'y - xg,'yﬁ = Réaﬁ'yxg' (1596)

Using the relation (1.5.96) we can now derive some interesting properties relating to the tensors aqg, bag,
caB, Rapys, the mean curvature H and the total curvature K.

Consider the tensor derivative of the equation (1.5.71) which can be written
To gy = bapyn' + bagn’, (1.5.97)

where

Obag o o
o - - o — oo 1.5.
b By aua {O{’y}ab 1¢] {ﬁ,}/}ab ( 598)

By using the Weingarten formula, given in equation (1.5.80), the equation (1.5.97) can be expressed in the
form

Tl gy = bapn' — bapa” byl (1.5.99)
and by using the equations (1.5.98) and (1.5.99) it can be established that
Ty — Tong = (bapy — bay,8)n" — a7 (bapgbry — baybrp)as. (1.5.100)
Now by equating the results from the equations (1.5.96) and (1.5.100) we arrive at the relation
R’ 5,75 = (bapy — bay,g)n” — a7 (bapbry — barbrp)Ts. (1.5.101)

Multiplying the equation (1.5.101) by n, and using the results from the equation (1.5.76) there results the
Codazzi equations
basy = bary,p = 0. (1.5.102)

Multiplying the equation (1.5.101) by g,z and simplifying one can derive the Gauss equations of the
surface
Raaﬁ'y = ba'yboﬁ - baﬁba'y~ (15103)

By using the Gauss equations (1.5.103) the equation (1.5.94) can be written as

Kegatpy = b(yybgg — bagbg,y. (1.5.104)
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Another form of equation (1.5.104) is obtained by using the equation (1.5.83) together with the relation

aas = —a%V€sn€p~. It is left as an exercise to verify the resulting form
—Kang = cag — ao’ybgfybaﬁ. (1.5.106)

Define the quantity

1
H = 5a7bo, (1.5.107)

as the mean curvature of the surface, then the equation (1.5.106) can be written in the form
capg — 2H bog + K angp = 0. (1.5.108)
By multiplying the equation (1.5.108) by du®du® and summing, we find
C—-2HB+KA=0 (1.5.109)
is a relation connecting the first, second and third fundamental forms.

EXAMPLE 1.5-2
In a two dimensional space the Riemann Christoffel tensor has only one nonzero independent component
Ri212. ( See Exercise 1.5, problem number 21.) Consequently, the equation (1.5.104) can be written in the

form K+/aeiav/aeia = basbiy — ba1bio and solving for the Gaussian curvature K we find

_ b22b11 - b12b21 o

b Rio
11022 — A12021 a a

K (1.5.110)

Surface Curvature

For a surface curve u® = u®(s),a = 1,2 lying upon a surface 2* = x*(u',u?),i = 1,2, 3, we have a two
«

U
dimensional space embedded in a three dimensional space. Thus, if t* = I is a unit tangent vector to
S
du® du® a,f . .
the surface curve then aagd— s = a,3t™t” = 1. This same vector can be represented as the unit tangent
s ds
, , . dx? dx® dx’ I
vector to the space curve z* = z'(u!(s), u?(s)) with T% = I That is we will have Yi e g = gi; T°T7 = 1.
, S s ds
The surface vector t* and the space vector T are related by
. Oxt du® ;
b= — =z v 1.5.111
du® ds * ( )

The surface vector ¢t is a unit vector so that aagto‘tﬂ = 1. If we differentiate this equation intrinsically with

respect to the parameter s, we find that aqgt® %ﬁ = 0. This shows that the surface vector 5;—& is perpendicular

S

to the surface vector t*. Let u® denote a unit normal vector in the surface plane which is orthogonal to the
tangent vector t. The direction of u® is selected such that eagt("uﬁ = 1. Therefore, there exists a scalar xy)

such that
ot™



where k(g is called the geodesic curvature of the curve. In a similar manner it can be shown that 6;‘—:

is a surface vector orthogonal to t*. Let % = at® where « is a scalar constant to be determined. By

differentiating the relation a,st®u® = 0 intrinsically and simplifying we find that a = —Fk(g) and therefore
ou® o

The equations (1.5.112) and (1.5.113) are sometimes referred to as the Frenet-Serret formula for a curve
relative to a surface.
Taking the intrinsic derivative of equation (1.5.111), with respect to the parameter s, we find that
oT? TR o duP

=g — v —t, 1.5.114
0s o 0s tTap ds ( )

Treating the curve as a space curve we use the Frenet formulas (1.5.13). If we treat the curve as a surface
curve, then we use the Frenet formulas (1.5.112) and (1.5.113). In this way the equation (1.5.114) can be
written in the form

kN = xg/@(g)uo‘ + xgﬁtﬂto‘. (1.5.115)

By using the results from equation (1.5.71) in equation (1.5.115) we obtain
KN' = k(gu’ + bagn't*t’ (1.5.116)

where v’ is the space vector counterpart of the surface vector u®. Let # denote the angle between the surface
normal n’ and the principal normal N?, then we have that cos@ = n; N*. Hence, by multiplying the equation
(1.5.116) by n; we obtain

#c0S 0 = by pt™t”. (1.5.117)

Consequently, for all curves on the surface with the same tangent vector ¢, the quantity  cos 6 will remain
constant. This result is known as Meusnier’s theorem. Note also that x cos @ = k() is the normal component
of the curvature and xksinf = K, is the geodesic component of the curvature. Therefore, we write the
equation (1.5.117) as

K(n) = bagt®t’ (1.5.118)

which represents the normal curvature of the surface in the direction ¢t*. The equation (1.5.118) can also be
written in the form
du® du® B

-2 (1.5.119)

fin) = bap 5 = 2

which is a ratio of quadratic forms.
The surface directions for which #(,,) has a maximum or minimum value is determined from the equation
(1.5.119) which is written as
(bag — K(n)@ap) AN = 0. (1.5.120)

The direction giving a maximum or minimum value to (,) must then satisfy

(bap — E(n)@as) N’ =0 (1.5.121)
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so that x(,) must be a root of the determinant equation

det(bag — Ii(n)aag) =0. (1.5.122)
The expanded form of equation (1.5.122) can be written as

2 Py b_o 1.5.123

where a = a11a90 — a12a91 and b = by1b22 — b12b2;. Using the definition given in equation (1.5.107) and using

the result from equation (1.5.110), the equation (1.5.123) can be expressed in the form
Ky — 2H K(ny + K = 0. (1.5.124)
The roots k(1) and k(2 of the equation (1.5.124) then satisfy the relations

1
H = 5(%(1) + li(g)) (1.5.125)

and

Here H is the mean value of the principal curvatures and K is the Gaussian or total curvature which is the

product of the principal curvatures. It is readily verified that

_ _ g2
:Eg 2fF 4+ eG and K — 9 f

a 2(EG — F?) - EG - F?

are invariants obtained from the surface metric and curvature tensor.

Relativity

Sir Isaac Newton and Albert Einstein viewed the world differently when it came to describing gravity and
the motion of the planets. In this brief introduction to relativity we will compare the Newtonian equations
with the relativistic equations in describing planetary motion. We begin with an examination of Newtonian
systems.

Newton’s viewpoint of planetary motion is a multiple bodied problem, but for simplicity we consider
only a two body problem, say the sun and some planet where the motion takes place in a plane. Newton’s

law of gravitation states that two masses m and M are attracted toward each other with a force of magnitude

GmM
p2 9
mass of the sun. One can construct an x,y plane containing the two masses with the origin located at the

where G is a constant, p is the distance between the masses, m is the mass of the planet and M is the

center of mass of the sun. Let €, = cos¢€; + sinp€, denote a unit vector at the origin of this coordinate
system and pointing in the direction of the mass m. The vector force of attraction of mass M on mass m is

given by the relation

—GmM __

F= Al (1.5.127)
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Figure 1.5-2. Parabolic and elliptic conic sections

The equation of motion of mass m with respect to mass M is obtained from Newton’s second law. Let
p = pe, denote the position vector of mass m with respect to the origin. Newton’s second law can then be
written in any of the forms

—GmM _ &?p AV —GmM _

and from this equation we can show that the motion of the mass m can be described as a conic section.
Recall that a conic section is defined as a locus of points p(z,y) such that the distance of p from a fixed
point (or points), called a focus (foci), is proportional to the distance of the point p from a fixed line, called
a directrix, that does not contain the fixed point. The constant of proportionality is called the eccentricity
and is denoted by the symbol €. For ¢ = 1 a parabola results; for 0 < € < 1 an ellipse results; for ¢ > 1 a

hyperbola results; and if € = 0 the conic section is a circle.

EP
L PD
PD = 2q— pcos ¢. From the € ratio we solve for p and obtain the polar representation for the conic section

With reference to figure 1.5-2, a conic section is defined in terms of the ratio = ¢ where FP = p and

p

= 1.5.129
1+ €cos¢ ( )

p

151



152

where p = 2¢ge and the angle ¢ is known as the true anomaly associated with the orbit. The quantity p is
called the semi-parameter of the conic section. (Note that when ¢ = 7, then p = p.) A more general form

of the above equation is

_ P 1 B
= Ticcosio—ggy & U=~ Alltecos(o—do)l, (1.5.130)

where ¢g is an arbitrary starting anomaly. An additional symbol a, known as the semi-major axes of an

elliptical orbit can be introduced where g, p, €, a are related by

p :q:a(l —6) or p:a(l—eQ), (15131)
1+4+¢€

To show that the equation (1.5.128) produces a conic section for the motion of mass m with respect to
mass M we will show that one form of the solution of equation (1.5.128) is given by the equation (1.5.129).

To verify this we use the following vector identities:

px e, =0

s (1.5.132)

~ . de de
epx (epxd—tp> :_d—tp

From the equation (1.5.128) we find that

d g 25 GM . . .
= (ﬁx —p> —gx P _ — X 8 =0 (1.5.133)

so that an integration of equation (1.5.133) produces

dop -
g X —? = h = constant. (1.5.134)

The quantity H = p X mV = p X mz—f is the angular momentum of the mass m so that the quantity h
represents the angular momentum per unit mass. The equation (1.5.134) tells us that A is a constant for our

two body system. Note that because h is constant we have

(7)== Dl (7 %)

¢ 2 P
GM __ o de dp .
:_FGPX[pePX(pd—tp aep)]
GM . . de de
- (6 -

and consequently an integration produces



where C is a vector constant of integration. The triple scalar product formula gives us

Lo dp JU
ﬁ-(Vxh):h-(ﬁxd—?):M:GMﬁ-ep+p-c

or
h* = GMp+ Cpcos ¢ (1.5.135)

where ¢ is the angle between the vectors C' and 7. From the equation (1.5.135) we find that

p

=< 1.5.136
1+ ecos¢ ( )

p

where p = h?/GM and € = C/GM. This result is known as Kepler’s first law and implies that when € < 1
the mass m describes an elliptical orbit with the sun at one focus.
We present now an alternate derivation of equation (1.5.130) for later use. From the equation (1.5.128)

we have

dt dt2 dt \dt dt —— = (0 7). (1.5.137)

AR5 d(dp dF\ _ ,GM_dp_ GMd
p3p dt — p3 dt

dp

. . . . . . 1 _
Consider the equation (1.5.137) in spherical coordinates p, 0, ¢. The tensor velocity components are V* = &,

V2 =40 y3 = 9 and the physical components of velocity are given by V, = %V, = p% v, = psinf%2

so that the velocity can be written

- dp  dp .. do . . do
_ — e.. 1.5.1
V= il ep—|—pdt e9—|—ps1nt9dt €4 (1.5.138)

Substituting equation (1.5.138) into equation (1.5.137) gives the result
d | (dp\? o [doON> 5 . 5. [(do\® GM d , , 2GM dp d (1
— | = — 0 =——— =— — =2GM— | -
dt [(dt) e (dt) TS G o art) P2 dt dt \ p
which can be integrated directly to give

dp\*> L, (dO\® ., . ., (dp\® 2GM
(dt) +p <dt) + p~sin“d i) =, E (1.5.139)

where —F' is a constant of integration. In the special case of a planar orbit we set § = 7 constant so that

the equation (1.5.139) reduces to

(5) o0 (5] 22

dt dt P

, , (1.5.140)

dpdo\* | o (A6’ _2GM

d¢ dt P\at) ~— '

Also for this special case of planar motion we have
L dp_ ,do

@y _ 229 4 1.5.141
< —l=p"— ( )

y eliminating == from the equation (1.5. we obtain the result
By eliminating 2¢ from th ion (1.5.140 btain th 1

dp\*> , 26M , E ,
£ - - =pt 1.5.142
<d¢> +p PER T T (1.5.142)
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Figure 1.5-3. Relative motion of two inertial systems.

The substitution p = % can be used to represent the equation (1.5.142) in the form

du\? 9GM  E
<%) +u? — Ut 35 =0 (1.5.143)

which is a form we will return to later in this section. Note that we can separate the variables in equations
(1.5.142) or (1.5.143). The results can then be integrate to produce the equation (1.5.130).

Newton also considered the relative motion of two inertial systems, say S and S. Consider two such
systems as depicted in the figure 1.5-3 where the S system is moving in the z—direction with speed v relative
to the system S.

For a Newtonian system, if at time ¢ = 0 we have clocks in both systems which coincide, than at time ¢

a point P(Z,7,%) in the S system can be described by the transformation equations

=7+t T =z — vt
Y=y Y=y

or (1.5.144)
z =z zZ =z

t =t t =t.

These are the transformation equation of Newton’s relativity sometimes referred to as a Galilean transfor-
mation.

Before Einstein the principle of relativity required that velocities be additive and obey Galileo’s velocity
addition rule

Ve/r =Vpig +Vo/r- (1.5.145)



That is, the velocity of P with respect to R equals the velocity of P with respect to @ plus the velocity of Q
with respect to R. For example, a person (P) running north at 3 km/hr on a train () moving north at 60
km/hr with respect to the ground (R) has a velocity of 63 km/hr with respect to the ground. What happens
when (P) is a light wave moving on a train (@) which is moving with velocity V relative to the ground? Are
the velocities still additive? This type of question led to the famous Michelson-Morley experiment which
has been labeled as the starting point for relativity. Einstein’s answer to the above question was "NO” and
required that Vp/r = Vp/q = ¢ =speed of light be a universal constant.
In contrast to the Newtonian equations, Einstein considered the motion of light from the origins 0 and
0 of the systems S and S. If the S system moves with velocity v relative to the S system and at time ¢ = 0
a light signal is sent from the S system to the S system, then this light signal will move out in a spherical
wave front and lie on the sphere
22yt 2t =R (1.5.146)

where c is the speed of light. Conversely, if a light signal is sent out from the S system at time £ = 0, it will
lie on the spherical wave front

4+ +72 = AT (1.5.147)
Observe that the Newtonian equations (1.5.144) do not satisfy the equations (1.5.146) and (1.5.147) identi-
cally. If y = 7 and 2 = Z then the space variables (x,T) and time variables (¢,%) must somehow be related.

Einstein suggested the following transformation equations between these variables
T=~(x—vt) and z=~(T+vi) (1.5.148)
where v is a constant to be determined. The differentials of equations (1.5.148) produce
dT = y(dx — vdt) and dz = y(dT + vdt) (1.5.149)

from which we obtain the ratios

dz _ y(dx —vdt) 1 v

— = =v(1——==). 1.5.150
(T + v dF) dz TR i gg_f) ( )
dt
dr d
When d—; = d_j = ¢, the speed of light, the equation (1.5.150) requires that
2 2
2= (1 2—2)—1 or y=(1- 2—2)—1/2. (1.5.151)

From the equations (1.5.148) we eliminate T and find
t=7(t— ). (1.5.152)

We can now replace the Newtonian equations (1.5.144) by the relativistic transformation equations

x =y(T + vt) T =vy(x — vt)
Y=y Y=y

3 or (1.5.153)
z =% zZ=z

v -
t=v(t+ C—Qx) t=y(t— C—Qx)

155



156

where 7 is given by equation (1.5.151). These equations are also known as the Lorentz transformation.
Note that for v << ¢, then :—2 ~ 0, v~ 1, then the equations (1.5.153) closely approximate the equations
(1.5.144). The equations (1.5.153) also satisfy the equations (1.5.146) and (1.5.147) identically as can be
readily verified by substitution. Further, by using chain rule differentiation we obtain from the relations
(1.5.148) that

S

d +v
d—j = (1.5.154)
1

L

+
I
-
ol

|

The equation (1.5.154) is the Einstein relative velocity addition rule which replaces the previous Newtonian
rule given by equation (1.5.145). We can rewrite equation (1.5.154) in the notation of equation (1.5.145) as

Ve +Vo/r

\% Ve '
1+ PC/Q QC/R

Vp/r = (1.5.155)
Observe that when Vp,o << ¢ and Vg << c then equation (1.5.155) approximates closely the equation
(1.5.145). Also as Vp/q and Vi, r approach the speed of light we have
Veo + Vi
lim P/Q Q/R

Ve/a—C | 4 Vpio Vo/r
VQ/RHO C c

(1.5.156)

which agrees with Einstein’s hypothesis that the speed of light is an invariant.

Let us return now to the viewpoint of what gravitation is. Einstein thought of space and time as being
related and viewed the motion of the planets as being that of geodesic paths in a space-time continuum.
Recall the equations of geodesics are given by

2.0 ; i 7.k

%Jr{j’k}%j% —0, (1.5.157)
where s is arc length. These equations are to be associated with a 4-dimensional space-time metric g;;
where the indices 7,5 take on the values 1,2,3,4 and the x* are generalized coordinates. Einstein asked
the question, ”Can one introduce a space-time metric g;; such that the equations (1.5.157) can somehow
reproduce the law of gravitational attraction %2'6 + C’;—gMﬁ = 07" Then the motion of the planets can be
viewed as optimized motion in a space-time continuum where the metrices of the space simulate the law of
gravitational attraction. Einstein thought that this motion should be related to the curvature of the space
which can be obtained from the Riemann-Christoffel tensor Rijk,l. The metric we desire g5, 4,7 = 1,2,3,4
has 16 components. The conjugate metric tensor g*/ is defined such that g*/g;i = J; and an element of
arc length squared is given by ds® = g;;dz’dz?. Einstein thought that the metrices should come from the
Riemann-Christoffel curvature tensor which, for n = 4 has 256 components, but only 20 of these are linearly
independent. This seems like a large number of equations from which to obtain the law of gravitational

attraction and so Einstein considered the contracted tensor

ome L RN ) o

Spherical coordinates (p, 8, ¢) suggests a metric similar to

ds® = —(dp)? — p*(d6)? — p sin® §(do)? + ¢*(d)?



where g11 = —1, gos = —p?, g3z = —p?sin®6, gy = ¢ and gij = 0 for ¢ # j. The negative signs are
. 2 . s S

introduced so that (%) = ¢? — v? is positive when v < ¢ and the velocity is not greater than c¢. However,
this metric will not work since the curvature tensor vanishes. The spherical symmetry of the problem suggest

that gi1 and g44 change while goo and g3z remain fixed. Let (z', 22,23 2%) = (p, 0, ¢,t) and assume
U _ 2 22 _ v
g1 =—¢€", gaa=-p°, gsz=—p°sin®b, gu=e (1.5.159)
where u and v are unknown functions of p to be determined. This gives the conjugate metric tensor
gll — _€7u 922 — __]‘ 933 — -1 g44 — 671) (15160)
’ p*’ p2sin? @’
and ¢* = 0 for i # j. This choice of a metric produces

ds® = —e"(dp)? — p*(dB)* — p?sin” O(d¢)? + e (dt)? (1.5.161)

together with the nonzero Christoffel symbols

{111}:%% {2}

1 {is) -
{1}_ pet 12f p {3} cos 6 {4}_1dv
22 23 0 \14f 2dp
21 _1 sin P (1.5.162)
1 20 21 p 3 4 1dv
=-— sin ==,
33 pe s 2 , 31 41 " 24dp
= —sinfcosf
11, ,dv 33 3 089
44 2 dr 32  sin6
The equation (1.5.158) is used to calculate the nonzero G,; and we find that
Gy =L L dv\'_ ldudv 1du
73 dp? dp 4dpdp pdp
G —o—t 1_’_1 dv 1 du
22 =¢ 2Pdp " 2Pap €
Gz =e "1+ Lydv _Ldu e ) sin® 6 (15169
33 = 2Pdp 2pdp
o — e (L0 _Ldudv 1 (dv\*®  1dv
- 2dp?2  4dpdp 4 \dp P dp
and G;; = 0 for ¢ # j. The assumption that Gj; = 0 for all ¢, j leads to the differential equations
Po L0\ Ldude 2du_
dp? dp 2dpdp pdp
1 dv 1 du
1+=p— —=p— —¢e“ =0 1.5.164
500 2P, ( )

d2v 1 (dv) ldudv 2dv

2 "2 \dp) " 2dpdp " pidp
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Subtracting the first equation from the third equation gives

d d
d—Z + d—; =0 or w4 v=c; = constant. (1.5.165)
The second equation in (1.5.164) then becomes

—=1—¢" (1.5.166)

u 1
=1 (1.5.167)
P
where ¢o is a constant of integration and consequently
el = ef1mU = ¢ (1 - 6—2) . (1.5.168)
p

The constant ¢; is selected such that g4y approaches ¢? as p increases without bound. This produces the

metrices
-1 . C
gi11 = 1_ g22 = —p2, g33 = —/12 sin’ 0, gaa= 02(1 - ;2) (1-5-169)
P

where ¢y is a constant still to be determined. The metrices given by equation (1.5.169) are now used to
expand the equations (1.5.157) representing the geodesics in this four dimensional space. The differential

equations representing the geodesics are found to be

d? 1du (dp\? do\ 2 dp\? 1 dv (dt\?
fo, (_p) —pe ¥ (—) — pe~“sin? @ (—¢) +oevull (—) =0 (1.5.170)
ds?2  2dp \ds ds ds 2 dp \ds
d*0  2dod do\ 2
2L ZY inbeosd (—¢) =0 (1.5.171)
ds?  pdsds ds
d? 2dod 6 do db
4o 2dodp , ,cos0dgdd (1.5.172)
ds?2  pdsds sinf ds ds
d’t  dvdtd

L, (1.5.173)
ds?  dpdsds

s

The equation (1.5.171) is identically satisfied if we examine planar orbits where § = T is a constant. This
value of @ also simplifies the equations (1.5.170) and (1.5.172). The equation (1.5.172) becomes an exact

differential equation

d [ odd) _ 249 _
7 (p >—O or pto-=ca (1.5.174)

and the equation (1.5.173) also becomes an exact differential

d (dt dt
— | =—€e"] =0 —e¥ = cs, 1.5.175
ds <d86 > o ast T ( )
where ¢4 and ¢5 are constants of integration. This leaves the equation (1.5.170) which determines p. Substi-
tuting the results from equations (1.5.174) and (1.5.175), together with the relation (1.5.161), the equation

(1.5.170) reduces to

d?p ¢ c2c] N
T ST e S A e ) 1.5.176
2 27 T o ( p)p3 ( )



By the chain rule we have

o _Po (48Y' Aoy _ Bk | (dn)' (2]
ds?  d¢? \ ds dp ds?  dp? p* do p°

and so equation (1.5.176) can be written in the form

d’p 2 (dp 2 e p® e Co
SE_Z(ZE) 28 42 (1-2)p=0. 1.5.177
i3 p<d¢ gt )’ (15.177)
The substitution p = & reduces the equation (1.5.177) to the form
Pu e 3 o (1.5.178)
dg? 23 20 -

Multiply the equation (1.5.178) by 23—; and integrate with respect to ¢ to obtain

du\ 2
<£> +u? — Z—guzcyﬁ—kc@. (1.5.179)
4

where ¢ is a constant of integration. To determine the constant cg we write the equation (1.5.161) in the

™

special case § = 7 and use the substitutions from the equations (1.5.174) and (1.5.175) to obtain

W (AN L (dpdo\® o (de\® |, (dt\®
(%) = (wz) =1 (%) (&)

dp\* 2\ o AV
ap 1-2 1-2_5)2 _y. 1.5.1
<d¢) +< p>p +< P c2> i 0 (1.5.180)

The substitution p = & reduces the equation (1.5.180) to the form

or

du\? 9 3. 1 e c?

Now comparing the equations (1.5.181) and (1.5.179) we select

2
cs 1
Cg = ——1 _—
’ <62 )Ci

so that the equation (1.5.179) takes on the form

du\? Co 2\ 1
5
(—> + u2 — —2'le + ( — —) 0_2 = 62U3 (15182)

Now we can compare our relativistic equation (1.5.182) with our Newtonian equation (1.5.143). In order
that the two equations almost agree we select the constants cs, ¢4, c5 so that
C2
Co - 2GM 1-= E

c?

The equations (1.5.183) are only two equations in three unknowns and so we use the additional equation

lim pQ@ = lim Q@Q =

- 1.5.184
pone P dt T pES P s dt ( )
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which is obtained from equation (1.5.141). Substituting equations (1.5.174) and (1.5.175) into equation
(1.5.184), rearranging terms and taking the limit we find that

2
“e _h (1.5.185)

Cs5

From equations (1.5.183) and (1.5.185) we obtain the results that

2
, ¢ 2GM ( 1 ) h
2 = , o= R — 1.5.186
Tz 2T e it L IT B2 ( )

These values substituted into equation (1.5.181) produce the differential equation

2
°GM E  2GM [ 1
<du> f2 M B2 ( >u3. (1.5.187)

do h2 h2 2 \1+E/2
Let a =3 = 20M and B = ¢y = QCC;—QM(W) then the differential equation (1.5.178) can be written as
4
Pu 0 35 (1.5.188)
dg? 2 27 -

We know the solution to equation (1.5.143) is given by
1
u = p = A(1 + ecos(¢p — ¢p)) (1.5.189)

and so we assume a solution to equation (1.5.188) of this same general form. We know that A is small and so
we make the assumption that the solution of equation (1.5.188) given by equation (1.5.189) is such that ¢ is
approximately constant and varies slowly as a function of A¢. Observe that if ¢g = ¢g(A¢), then ‘%’ = ¢y A

2
and dd(;f;‘) = ¢{j A%, where primes denote differentiation with respect to the argument of the function. (i.e.

Ag¢ for this problem.) The derivatives of equation (1.5.189) produce

du .
F7 eAsin(¢ — ¢o)(1 — ¢pA)
d*u 3 1 / 27 711\2
7o =€A”sin(¢ — ¢o )Py — €A cos(d — do)(1 — 2Ad, + A%(¢))7)
= — eAcos(¢ — o) + 2eA%¢) cos(p — do) + O(A?).
Substituting these derivatives into the differential equation (1.5.188) produces the equations

2e A%ppy cos(p — o) + A — % = ? (AQ + 2eA% cos(¢p — o) + €2 A% cos? (¢ — ¢0)) +0(A%).

Now A is small so that terms O(A3) can be neglected. Equating the constant terms and the coefficient of
the cos(¢ — ¢o) terms we obtain the equations

A-— % = ?AQ 2e A% ¢ = 33e A% + ?GQAQ cos(¢ — ¢p)-

Treating ¢ as essentially constant, the above system has the approximate solutions

Ar Po ~ ?Aqb + %Ae sin(¢ — ¢p) (1.5.190)

[\ e



The solutions given by equations (1.5.190) tells us that ¢y varies slowly with time. For e less than 1, the
elliptical motion is affected by this change in ¢g. It causes the semi-major axis of the ellipse to slowly rotate

at a rate given by %. Using the following values for the planet Mercury
G =6.67(107%) dyne cm? /g?

M =1.99(10%) g
a =5.78(10'?) cm

¢ =0.206
¢ =3(10'"") cm /sec (1.5.191)
2GM

~ — 5
154 Mo = 2.95(10°) cm

h =\/GMa(l — €2) = 2.71(10'%) cm? /sec

@N<GM

1/2
T —3) sec” ! Kepler’s third law
a

we calculate the slow rate of rotation of the semi-major axis to be approximately

dbo _ ddodd 3 @~3<GM>2<G_M
ch

1/2
5 ~ - —14
dt — de dt 5PA— = ) 6.628(10~ ') rad/sec

(1.5.192)

=43.01 seconds of arc per century.

This slow variation in Mercury’s semi-major axis has been observed and measured and is in agreement with
the above value. Newtonian mechanics could not account for the changes in Mercury’s semi-major axis, but
Einstein’s theory of relativity does give this prediction. The resulting solution of equation (1.5.188) can be
viewed as being caused by the curvature of the space-time continuum.

The contracted curvature tensor G;; set equal to zero is just one of many conditions that can be assumed
in order to arrive at a metric for the space-time continuum. Any assumption on the value of G;; relates to
imposing some kind of curvature on the space. Within the large expanse of our universe only our imaginations
limit us as to how space, time and matter interact. You can also imagine the existence of other tensor metrics
in higher dimensional spaces where the geodesics within the space-time continuum give rise to the motion
of other physical quantities.

This short introduction to relativity is concluded with a quote from the NASA News@hg.nasa.gov news
release, spring 1998, Release:98-51. “An international team of NASA and university researchers has found
the first direct evidence of a phenomenon predicted 80 years ago using Einstein’s theory of general relativity—
that the Earth is dragging space and time around itself as it rotates.” The news release explains that the
effect is known as frame dragging and goes on to say “Frame dragging is like what happens if a bowling
ball spins in a thick fluid such as molasses. As the ball spins, it pulls the molasses around itself. Anything
stuck in the molasses will also move around the ball. Similarly, as the Earth rotates it pulls space-time in
its vicinity around itself. This will shift the orbits of satellites near the Earth.” This research is reported in

the journal Science.
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EXERCISE 1.5

» 1. Let k= ‘;—f N and 7 = %—f - B. Assume in turn that each of the intrinsic derivatives of f, 1\7', B are

some linear combination of T, N, B and hence derive the Frenet-Serret formulas of differential geometry.
» 2. Determine the given surfaces. Describe and sketch the curvilinear coordinates upon each surface.

2uvs IR I
(S5 €.
U,Q + ’U2 U2 + ’U2

(a) (u,v) =ue;+ves (b) #(u,v) =ucosve; +usinves (¢) (u,v)=

> 3. Determine the given surfaces and describe the curvilinear coordinates upon the surface. Use some
graphics package to plot the surface and illustrate the coordinate curves on the surface. Find element of
area dS in terms of u and v.
(a) 7(u,v) =asinucosve; + bsinusinves + ccosu€s a,b,c constants 0 < wu,v <27
(b) F(u,v) = (4+vsin%)cosu’él + (4+vsin§)sinu’e} + vcosgég —1<v<1, 0<u<2n
(c) )
(d) 7(u,v) =ucosve; +usinves +aves «constant
(e) 7(u,v) =acosve; +bsinves +ues a,bconstant
(f) )

f

E
F

» 4. Consider a two dimensional space with metric tensor (aqng) = <
described by equations of the form y* = y'(u,v) and that any point on the surface is given by the position

g) . Assume that the surface is

vector ¥ = 7(u,v) = y* €;. Show that the metrices E, F, G are functions of the parameters u,v and are given

by R R
E =7, Ty, F=7, -7, G=7, -7, where Fu:% and ﬂ,:%.
» 5. For the metric given in problem 4 show that the Christoffel symbols of the first kind are given by
[11,1] =7y - Fuu [12,1]=[21,1] =Ty * Tuw [22,1] =7y - Tow
11,2 =7 Fuw  [12,2] = 21,2] =7 Fuw  [22,2] = 7 - oo
which can be represented [a 3,7] = % . %, a,B8,v=1,2.

» 6. Show that the results in problem 5 can also be written in the form
1 1 1
[11,1]:§Eu [12,1]:[21,1]:§EU [22,1]:Fv—§Gu
1 1 1
[11,2]:Fu—§EU [12,2]:[21,2]:56’“ [22,2]:56’1,

where the subscripts indicate partial differentiation.

> 7. For the metric given in problem 4, show that the Christoffel symbols of the second kind can be

expressed in the form {07 ﬂ} =a"’[a B, 0], o, 3,7 = 1,2 and produce the results
1)\ GE,—2FF,+FE, 1\ (1) _ GE,-FG, 2\ 2EF,— EE,-FE,
1 2(EG — F?) 12f 121) 2(EG-F?) 1y 2(EG — F?)
1) 2GF, -GG, - FG, 21 [ 2)\  EG.,-FE, 2\ EG,-2FF,+FG,
22 2(EG — F?) 12 121) 2(EG-F?) 22 2(EG — F?)

where the subscripts indicate partial differentiation.
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» 8. Derive the Gauss equations by assuming that

7:'uu = clfu + CQF’U + CBﬁa Fuv = C4Fu + CSFv + CGﬁa Fvv = C7Fu + CSFv + CQﬁ
where c1, ..., cg are constants determined by taking dot products of the above vectors with the vectors 7, 7%,
I 1 2 1 2
and n. Show that ¢; = {11}, cy = {11}, c3=e¢e, c4= {12}, s = {12}, cg = f,
1 2 0?7 or N
cr = {22 }, cg = {22}, cg = g Show the Gauss equations can be written W&Tuﬁ = {ojﬁ} 8—1:‘7+baﬁn'
» 9. Derive the Weingarten equations
Ty = C1Ty + CaTy T = Ci Ny + C3Ty
R and N R
Ty = C3Ty + CaTy Ty = C3Thy, + C4Thy
and show
fF —eG gF — G « JF—gE , [fG-—gF
Cl= 70y = a7 aO=—""m BT
EG — F? EG — F? eg—f eg—f
el — fE fF—gE . fE—eF . fF—eG
C=——"— =" Co="—— C="—7
*T EG-I? ‘T EG-F? 27 eg—f2? LT eg—f2

The constants in the above equations are determined in a manner similar to that suggested in problem 8.

Show that the Weingarten equations can be written in the form

O _ 5 07

Jue Ul

Ty X Ty

VEG — F?

» 10. Usingn = , the results from exercise 1.1, problem 9(a), and the results from problem 5,

verify that

2 s
1
v uv n=-— EG — F?
1
Ty X Typ) * 1= — EG — F?

('Fux’ﬁuu)'ﬁ:{ 2 }\/E’C:—}?2

and then derive the formula for the geodesic curvature given by equation (1.5.48).
. dT - dT
i 7)- 0 = (1 007 nd o), = { 2.
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» 11.  Verify the equation (1.5.39) which shows that the normal curvature directions are orthogonal. i.e.
verify that GA\ A + F(A1 + A2) + E =0.

» 12.  Verify that 62765 Roapy = 4Rovor-

» 13. Find the first fundamental form and unit normal to the surface defined by z = f(z,y).

» 14. Verify

Aiji — Aikj = Ac RO,

At S HI S P L H S Y P

which is sometimes written

where

2 ) s s
Rinje = | 9% ot | 4| | md nk
[nj, k] [nk,i [ij,s]  [ik, s]

» 15. For Rjju = gic R, show

0 . o . .. . s .. s
ijk:@[nk,z]—w[n],z]—i—[zk‘,s]{nj}—[zg,s]{nk}

which is sometimes written

» 16. Show

1 8%ga d%gj1 % gik 29k 0B (s ) , )
Rijkl - 5 <5xJ8xk - OxiOrk - O Oz + 8;318;31) +9 ([]k7ﬂ][”va] - []laﬁ][lk7a])

» 17. Use the results from problem 15 to show
(1) Rjirt = —Rijrl, (#1) Rijik = —Rijkis (449)  Rpij = Riju

Hence, the tensor R;ji is skew-symmetric in the indices ¢, j and k, 1. Also the tensor R;j;j; is symmetric with
respect to the (ij) and (kl) pair of indices.
» 18. Verify the following cyclic properties of the Riemann Christoffel symbol:

(i) Rnijk + Rujki + Rokij =0 first index fixed
(1)  Rinjk + Rjnki + Rinij =0 second index fixed

)
)
(194) Rijnk + Rjkni + Riinj =0 third index fixed
(tv)  Rikjn + Rijin + Rjikn =0 fourth index fixed

» 19. By employing the results from the previous problems, show all components of the form:

Riijk, Rinjj, Riijj, Riiii, (no summation on i or j) must be zero.
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» 20. Find the number of independent components associated with the Riemann Christoffel tensor
Rijkm, 1,J,k,m=1,2,...,N. There are N* components to examine in an N —dimensional space. Many of
these components are zero and many of the nonzero components are related to one another by symmetries
or the cyclic properties. Verify the following cases:
CASE I We examine components of the form R;,;n,, % 7# n with no summation of i or n. The first index
can be chosen in N ways and therefore with ¢ # n the second index can be chosen in N — 1 ways. Observe
that Rinin = Rnini, (no summation on i or n) and so one half of the total combinations are repeated. This
leaves M7 = %N(N — 1) components of the form R;,,. The quantity M; can also be thought of as the
number of distinct pairs of indices (i, n).
CASE II We next examine components of the form Ri,j;, ¢ # n # j where there is no summation on
the index i. We have previously shown that the first pair of indices can be chosen in M; ways. Therefore,
the third index can be selected in N — 2 ways and consequently there are My = $N (N — 1)(N — 2) distinct
components of the form Ryy,;; with i # n # j.
CASE III Next examine components of the form Ry, i where i # n # j # k. From CASE I the first pairs
of indices (i,n) can be chosen in M7 ways. Taking into account symmetries, it can be shown that the second
pair of indices can be chosen in §(N —2)(N — 3) ways. This implies that there are 2N (N —1)(N —2)(N —3)
ways of choosing the indices i, n, j and k with ¢ # n # j # k. By symmetry the pairs (¢,n) and (j, k) can be

interchanged and therefore only one half of these combinations are distinct. This leaves
1
§N(N_ (N —2)(N —3)

distinct pairs of indices. Also from the cyclic relations we find that only two thirds of the above components

are distinct. This produces
N(N —1)(N -2)(N —-3)
12

distinct components of the form Ry, with ¢ #n # j # k.

Ms =

Adding the above components from each case we find there are

N2(N? -1
M4=M1+M2+M3=7(12 )
distinct and independent components.
Verify the entries in the following table:
Dimension of space N | 1 2 3 4 5

Number of components N* | 1 | 16 | 81 | 256 | 625
M, = Independent components of Rijkm | 0 1 6 20 50

Note 1: A one dimensional space can not be curved and all one dimensional spaces are Euclidean. (i.e. if we have
an element of arc length squared given by ds? = f(z)(dx)?, we can make the coordinate transformation
V/f(z)dz = du and reduce the arc length squared to the form ds? = du?.)

Note 2: In a two dimensional space, the indices can only take on the values 1 and 2. In this special case there

are 16 possible components. It can be shown that the only nonvanishing components are:

Ri212 = —Ri221 = —Ra112 = Roqo1.
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For these nonvanishing components only one independent component exists. By convention, the com-
ponent Rjs1o is selected as the single independent component and all other nonzero components are
expressed in terms of this component.

Find the nonvanishing independent components R;;y; for i, j,k,1 = 1,2, 3,4 and show that

Ri212 Rzazqa  Roraz  Rarou
Ri313  Ri231 Rozaz Rz
Razo3  Riso1  Rz21z Raoss
Ris14 Rizar Rzaaz Risos

Ros24  Roizz  Rzuuz Rz

can be selected as the twenty independent components.

» 21.
(a) For N =2 show Rj212 is the only nonzero independent component and
Ri212 = Ra121 = —Ri221 = —Ro112.

(b) Show that on the surface of a sphere of radius ry we have Rig12 = 73 sin? 6.

» 22. Show for N = 2 that )

ox

Rig12 = Ri212J% = Ri212 77
T

» 23. Define R;; = RS, as the Ricci tensor and G4 = R} — 16} R as the Einstein tensor, where R} = g'* Ry;
and R = R!. Show that

(@) Rji = 9" Rjapk
02 log \/g b )| 9log./g 0 [ a b a
O By = 5iow _{ij} D _8x“{ij}+{ia}{jb}

(c) Rfjk =0

» 24. By employing the results from the previous problem show that in the case N = 2 we have

Bu _ Ry Fix _ Rino

g11 g22 g12 g
where g is the determinant of g;;.
» 25. Consider the case N = 2 where we have g2 = go1 = 0 and show that
_ 2R1221
911922
_ _ 1 .
(b) Ri1922 = Ra2g11 = Rioon (d) Ri; = §Rgij, where R = giR;;

(a) Ri2=Rs1 =0 (c) R

The scalar invariant R is known as the Einstein curvature of the surface and the tensor G; = R;- — %§§R is
known as the Einstein tensor.
» 26. For N = 3 show that R1212,R1313,R2323,R1213,R2123,R3132 are independent Components of the

Riemann Christoffel tensor.
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> 28. For N=2and ans = (ZH 312> show that
21 Q22

> 27. For N =2 and anp = <a11 0 ) show that

1 { 8 |: ai2 8&11 1 8&22:| 8 |:2 8&12 1 8&11 ai12 8&11]}

K=57\0u |anva 0wz Vaou | T aw? | Va ol Va 0w anva oul

Check your results by setting a12 = ag; = 0 and comparing this answer with that given in the problem 27.
» 29.  Write out the Frenet-Serret formulas (1.5.112)(1.5.113) for surface curves in terms of Christoffel
symbols of the second kind.
» 30.
(a) Use the fact that for n = 2 we have Rig12 = Ra121 = —Ra112 = —R1221 together with eqg, €*P the two

dimensional alternating tensors to show that the equation (1.5.110) can be written as

1
Ropys = Keapeys where e,5 = aeas and ¢ = —eoP

B

are the corresponding epsilon tensors.
(b) Show that from the result in part (a) we obtain iRamgeo‘ﬁevé =K.
Hint: See equations (1.3.82),(1.5.93) and (1.5.94).
» 31. Verify the result given by the equation (1.5.100).
» 32. Show that aaﬁcaﬁ =4H? - 2K.

» 33. Find equations for the principal curvatures associated with the surface

» 34. Geodesics on a sphere [et (6, ¢) denote the surface coordinates of the sphere of radius p defined

by the parametric equations
x = psinfcos ¢, y = psinfsing, z = pcosb. (1)

Consider also a plane which passes through the origin with normal having the direction numbers (n1, 12, n3).
This plane is represented by niz+nsy+nsz = 0 and intersects the sphere in a great circle which is described
by the relation

n1 sin @ cos ¢ + no sin fsin ¢ + ng cosd = 0. (2)

This is an implicit relation between the surface coordinates 6, ¢ which describes the great circle lying on the

sphere. We can write this later equation in the form

s
tan 6

3)

71 COS @ + Nosin ¢ =

167
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and in the special case where n, = cos 8, ny = sin §,n3 = — tan « is expressible in the form
os(6— B) = 22X op g B —cos 22 (4)
C — = r - - S .
tan 6 tan 0

The above equation defines an explicit relationship between the surface coordinates which defines a great
circle on the sphere. The arc length squared relation satisfied by the surface coordinates together with the

equation obtained by differentiating equation (4) with respect to arc length s gives the relations

sin? 9@ _ tana  df (5)
d a an? o d_
3 V 1 - ttan20 3

ds® = p? df? + p? sin® 6 d¢p? (6)

The above equations (1)-(6) are needed to consider the following problem.

(a) Show that the differential equations defining the geodesics on the surface of a sphere (equations (1.5.51))

are
26 do\>
E—sin@cos@<£> =0 (7)
d?¢ de d¢
—_— 2 —_— =
7a2 + 2 cot Ts ds 0 (8)

(b) Multiply equation (8) by sin?§ and integrate to obtain

. d
sin? @ d_f = 9)

where ¢ is a constant of integration.

(¢) Multiply equation (7) by % and use the result of equation (9) to show that an integration produces

do\ 2 —c?
<£) - sin210 ta (10)

where ¢3 is a constant of integration.

(d) Use the equations (5)(6) to show that c; =1/p and ¢; = %
(e) Show that equations (9) and (10) imply that

d¢ _ tana sec?
df o tan2 0 1— tan? o

tan2 6

tan o
tan 0

and making the substitution u = this equation can be integrated to obtain the equation (4). We
can now expand the equation (4) and express the results in terms of z,y, z to obtain the equation (3).
This produces a plane which intersects the sphere in a great circle. Consequently, the geodesics on a

sphere are great circles.



» 35. Find the differential equations defining the geodesics on the surface of a cylinder.

» 36. Find the differential equations defining the geodesics on the surface of a torus. (See problem 13,

Exercise 1.3)

» 37. Find the differential equations defining the geodesics on the surface of revolution
T = rcos ¢, y = rsin ¢, z = f(r).

Note the curve z = f(z) gives a profile of the surface. The curves r = Constant are the parallels, while the

curves ¢ = Constant are the meridians of the surface and

ds® = (14 f?) dr® + 12do”.

» 38. Find the unit normal and tangent plane to an arbitrary point on the right circular cone
T = usin a cos ¢, Yy = usin asin ¢, Z = ucosa.

This is a surface of revolution with » = usin @ and f(r) = r cot @ with « constant.

> 39. Let s denote arc length and assume the position vector 7(s) is analytic about a point sp. Show that
2

the Taylor series 7(s) = 7(so) + h7'(s0) + %F”(so) + Z—?F”’(so) + -+ about the point sg, with h = s — s¢ is
given by 7(s) = #(so) + hT + Lkh?N + %h:{(—/ﬁQY_" +HN + k7B) + - - - which is obtained by differentiating
the Frenet formulas.
» 40.
(a) Show that the circular helix defined by © = acost, y = asint, 2z = bt with a,b constants, has the
property that any tangent to the curve makes a constant angle with the line defining the z-axis.
(i.e. T - €3 = cosa = constant.)
(b) Show also that N-@ =0 and consequently €3 is parallel to the rectifying plane, which implies that
&3 = T cosa + Bsina.

(¢) Differentiate the result in part (b) and show that x/7 = tan « is a constant.

» 41. Consider a space curve z; = x;(s) in Cartesian coordinates.

dT
(a) Show that k = ’E’ = /zl!

1 : sl s =
(b) Show that 7 = — e xy’. Hint: Consider 7 - 7" x 7"
K

> 42.
(a) Find the direction cosines of a normal to a surface z = f(x,y).
(b) Find the direction cosines of a normal to a surface F'(z,y, z) = 0.

(c¢) Find the direction cosines of a normal to a surface z = z(u,v),y = y(u,v), z = z(u,v).

» 43. Show that for a smooth surface z = f(z,y) the Gaussian curvature at a point on the surface is given
by
K — Jazfyy — fw2y .
(f2+f5+ 1)
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» 44. Show that for a smooth surface z = f(x,y) the mean curvature at a point on the surface is given by

"= 22+ 2+ 1>3/2

» 45. Express the Frenet-Serret formulas (1.5.13) in terms of Christoffel symbols of the second kind.

» 46. Verify the relation (1.5.106).

» 47. In V, assume that R;; = pg;; and show that p = % where R = ¢“ R;;. This result is known as
Einstein’s gravitational equation at points where matter is present. It is analogous to the Poisson equation
V2V = p from the Newtonian theory of gravitation.

» 48. In V,, assume that R;j; = K(gikg;i — gigjx) and show that R = Kn(1 —n). (Hint: See problem 23.)

» 49. Assume g;; = 0 for ¢ # j and verify the following.

(a) Rpijr =0for h#i#j#k
(b) Rhiik = /9i ( Vi 0y/gii 0log \/gnn  0+/gii Olog \/gkk) for h.i. k unequal

Ozhoxk Oxh oxk oxk oz

L W N N TN |
N 8g:h> (\/% O + Z D2m Hpm where h # i.

» 50. Consider a surface of revolution where x = rcosf, y = rsin and z = f(r) is a given function of r.

(a) Show in this V5 we have ds® = (14 (f')*)dr® + r*d6* where ' = 4L

0
(¢) Rhiih = /Giiv/ghh Dl < ox? 1

m#Ah m#i

(b) Show the geodesic equations in this V5 are

er f” doN* _
i+ v () -7t () -

d29 2 d9 dr
ds? r dsds

O

dd a
(¢) Solve the second equation in part (b) to obtain iy Substitute this result for ds in part (a) to show
s

go = V1 ()2

dr which theoretically can be integrated.
rvr2 —a



